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Abstract— Rainfall is crucial for flood prevention and 

comprehending the correlation between rainfall and flooding. 

Cavite province in the Philippines is vulnerable to flooding 

caused by heavy rainfall and climate change impacts. Early 

detection of flooding through early warning systems can prevent 

excessive damage loss and potentially save lives. It can also 

provide major savings in terms of monetary benefit and 

increased interagency coordination for rapid decision-making. 

Machine learning is an important tool for predicting rainfall 

which can be used to predict rainfall in the province.  The 

objective of this study is to conduct a comparative analysis of 

various models for predicting daily rainfall, using relevant 

atmospheric features such as maximum, minimum, and mean 

temperature, relative humidity, wind speed, wind direction, 

cloud cover, pressure, and evaporation. The study seeks to 

identify the most effective model for accurately predicting 

rainfall in the Cavite Province to benefit the local community. 

Among the five machine learning models evaluated, the 

Gaussian Process Regression model demonstrated the highest 

accuracy in predicting daily rainfall. The findings of this study 

can be leveraged to mitigate the damage caused by flooding in 

the Cavite Province and serve as a useful reference for similar 

studies in other regions prone to flooding. 

Keywords— Cavite province, gaussian process regression, 

machine learning, rainfall 

I. INTRODUCTION 

The detection of rainfall plays a vital role in preventing 
floods, as it enables the identification of suitable thresholds 
that are liable to cause flood damage [1], understanding of the 
relationship between rainfall and flood probabilities [2], 
identify spatiotemporal and fluvial-pluvial sources of flooding 
[3], and evaluate the impact of climate change on flood and 
extreme precipitation events [4]. Additionally, rapid onset 
flooding, commonly known as flash floods, can rise within a 
brief duration of time, varying from a few minutes to a few 
hours, triggered by intense rainfall, a sudden release of water, 
or a failure of a dam or levee [5]. 

The province of Cavite in the Philippines faces the threat 
of river flooding due to climate change, including an increase 
in both the frequency and severity of heavy precipitation days 
and a rise in the occurrence of extreme rainfall events [6]. The 
rivers make the lower regions of the province particularly 
susceptible to flooding [7]. In 2018, Cavite declared a state of 

calamity due to widespread floods caused by occasional heavy 
rains [8]. In 2021, thousands were evacuated amid monsoon 
rain [9], and in 2013, heavy rain brought floods to Cavite with 
395 mm falling in parts of the province, leading to a state of 
calamity being declared [10]. Flooding damages buildings via 
inundation and other forms of destruction caused by heavy 
rainfall [11]. Other areas in the Philippines, such as Kalinga 
province, are prone to flooding and at high risk of 
experiencing flooding and landslides [12]. 

Machine learning is an important tool for predicting 
rainfall and its intensity [13][14][15]. It has the capability to 
uncover latent patterns in past weather data, recognize 
pertinent atmospheric characteristics that lead to rainfall, and 
forecast the magnitude of daily precipitation [13]. It can be 
used to predict rainfall amounts in Cavite Province. For 
example, a rainfall forecast model based on the Attentive 
Interpretable Tubular Net (TabNet) Model was proposed in a 
study [16], and machine learning algorithm techniques such as 
linear regression were used to predict daily rainfall amounts 
using important atmospheric features [17]. Other studies have 
utilized deep learning mechanisms and historical weather data 
to build precipitation prediction models [18][19]. 

The advantages of early detection of flooding include the 
availability to prepare and warn people of impending danger, 
preventing excessive damage and loss, and potentially saving 
lives [20]. Early warning systems can also help reduce the risk 
of flooding through accurate forecasts and technical expertise 
[21]. Studies have also shown that continental flood early 
warning systems can provide major savings in terms of 
monetary benefit [22] and increased interagency coordination 
for rapid decision-making [23]. Thus, the primary objective of 
this study is to assess and compare different models for 
predicting daily rainfall using relevant atmospheric features. 
To accomplish this goal, the models will be evaluated based 
on various metric parameters. However, the study has certain 
limitations that should be considered, including the fact that 
the dataset used for analysis and evaluation is limited to the 
period from 2000 to 2022. Additionally, the research methods 
rely exclusively on the availability of atmospheric feature data 
from PAGASA, which may limit the breadth of analysis. 
Moreover, external factors such as climate change could 
influence rainfall patterns and cannot be fully accounted for in 
this study. Nonetheless, this research can still provide useful 
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insights and recommendations for predicting daily rainfall in 
Cavite Province. 

II. RELATED WORKS 

According to Grace & Suganya [24], the growth rate of 
agricultural products is heavily dependent on the quantity of 
rainfall received. In order to assist farmers in crop planning, 
forecasts are generated to predict the amount of rainfall 
expected in a particular season. To identify the most effective 
algorithm for rainfall prediction using Indian data, researchers 
evaluated various models such as QPF, LR, and MLR. The 
analysis indicated that MLR achieved better accuracy than 
two other models, as determined by metrics such as MSE, 
RMSE, and Correlation.  

In the study of Barrera-Animas et al. [25], a comparative 
analysis of rainfall estimation models is presented, comparing 
deep learning architectures and traditional machine learning 
algorithms. The analysis utilizes climatic data collected from 
five major UK cities between 2000 and 2022. Various models, 
including LSVR, XGBoost, BLSTM Networks, LSTM, 
SLSTM, an ensemble of Extra-trees Regressor, and Gradient 
Boosting, were assessed based on differen metrics such as 
RMSE, and RMSLE. The results revealed that the SLSTM 
Network and BLSTM Network with two hidden layers 
consistently outperformed all other models. 

In their study [26], Ridwan et al. employed two distinct 
methods involved in utilizing the Autocorrelation Function, 
while the second method employed Projected Error. Data 
from ten stations located within the Theissen polygon research 
region were collected and analyzed for various scenarios and 
time frames. The study employed four machine learning 
algorithms, including NNR, DFR, BTDR, and BLR, results 
indicated that BTDR exhibited the highest coefficient 
determination for method 1, while both BTDR and DRF were 
found to have acceptable results for method 2.  

[27] aimed to identify the most suitable machine learning 
approach based on data analysis for predicting the mean daily 
and monthly precipitation. Their evaluation and comparison 
of various models, including support SVR, KNN, MARS, 
ANN, and a hybrid multi-model approach, was based on 
metrics such as Coefficient of Efficiency (CE), Persistence 
Index (PI), and RMSE. The study found that the hybrid multi-
model method produced more accurate predictions for daily 
rainfall, while SVR was the top-performing model for 
monthly rainfall compared to the other models.  

In their study [28], Appiah-Badu et al. assess the 
performance of KNN, XGB, MLP, RF, and DT in forecasting 
the occurrence of rainfall. The climatic attributes were taken 
from Ghana Meteorological Agency and covered the years 
1980-2019. They used accuracy, f1-score, recall, and 
precision as their evaluation metrics and found that MLP, RF, 
and XGB performed well. 

Aswin et al. [29] performed a research in which they 
utilized LSTM and ConvNet architecture to model and predict 
global monthly average rainfall for 10368 geographical 
locations around the world for a period of 468 months. 
ConvNet appears to be extremely promising for 100 training 
epochs when they evaluate the two deep learning architectures 
using RMSE and MAPE but claim that both are effective and 
efficient models. 

The research of [30] assesses the performance of different 
models such as SVR, LSTM, BPNN, and LR to predict 

rainfall. The analysis is conducted using past rainfall data for 
the years 1901-2015 that were acquired from Narendra Nagar. 
The study finds that BPPNN outperforms and offers the best 
inferences compared to other models using the MSE, MAE, 
and RMSE as performance metrics. 

The aim of the investigation in [31] is to explore the 
potential of a combined model consisting of RNNs and SVMs, 
known as RSVR, for predicting rainfall depth values. To 
accomplish this, the authors employ the CPSO to determine 
the parameters of an SVR model. An example of rainfall data 
from Northern Taiwan during typhoon periods is used to 
demonstrate the effectiveness of the proposed RSVRCPSO 
model. The empirical results demonstrate that the suggested 
model is highly accurate and effective, indicating that the 
RSVRCPSO model has the potential to be a valuable 
alternative for forecasting rainfall values.  

In [32], the researchers propose a hybrid deep learning 
(DL) technique with multi-layer perceptrons to predict daily 
rainfall over multiple steps. The hybrid model takes input 
incorporating data with nine variables obtained from GCM. 
The estimates of rainfall are typically less accurate than those 
of meteorological variables using GCM, but the suggested 
scheme leverages the capability of GCM to simulate 
meteorological variables and thus contributes to enhancing the 
accuracy of rainfall forecasting. The hybrid Conv1d-MLLP 
model has been implemented in distinct locations across 
various meteorological regimes, and the result indicates that it 
more accurately captures the intricate connection between the 
predictor variables and the daily variation in rainfall. The 
benefit of this approach stems from the combination of 
potentials from several methods for obtaining the hidden 
characteristics of hydrometeorological associations.  

The suggested work in [33] tries to predict rainfall by 
combining various machine learning and forecasting 
methodologies. Despite the fact that rainfall depends on a 
wide range of factors, we may achieve outstanding 
classification accuracy with a small number of factors. The 
classification of rainfall into eight separate groups is also 
shown to provide us with satisfactory accuracy. The RMSE 
measure is used to validate the anticipated values. Based on 
empirical evidence, the maximum temperature was found to 
be most accurately forecasted using ARIMA, while neural 
networks were found to be the most effective approach for 
predicting minimum temperature. Additionally, SVR was 
identified as the optimal method for forecasting relative 
humidity and wind speed. Accuracy, precision, and recall are 
used to gauge the validity of the classification. Random forest 
performs best for classifying rainfall, according to the ROC 
curve for all classifiers. 

III. RESEARCH METHODS 

A. Study Area 

Cavite is a province located in the CALABARZON region 
of the Philippines. It is situated on the southern shore of 
Manila Bay and is part of the island of Luzon with a total land 
area of approximately 1,427.06 square kilometers. The 
province has a total population of 4,831,240 as of the 2020 
Consensus. Fig. 1 provides a visual representation of the 
province's geography. 
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Fig. 1. Cavite Province, Philippines 

B. Dataset 

The data sources for this study came from publicly 
available records in the Philippines. The PAGASA is in 
charge of evaluating and predicting the weather, releasing 
alerts for floods and typhoons, giving out public weather 
forecasts and advice, as well as providing specialized 
information services related to weather conditions. The 
weather dataset is composed of maximum, minimum, and 
mean temperature, relative humidity, wind speed, wind 
direction, cloud cover, pressure, evaporation, and rainfall 
from the year 2000-2022 on a daily basis. 

C. Data Preprocessing 

1) Data Cleaning: Data cleaning is a crucial stage in the 

machine learning pipeline as it ensures the data's accuracy, 

consistency, and reliability for model training and evaluation. 

It involves various techniques that depend on the problem and 

data sources and constitutes a significant initial step in the data 

analytic process. The dataset was cleaned by fixing incorrect, 

incomplete, duplicates, filling in missing values, smoothing, 

and removing outliers. 

2) Feature Selection: The dataset contains 9 features- 

maximum, minimum, and mean temperature, relative 

humidity, wind speed, wind direction, cloud cover, pressure, 

evaporation, and 1 target variable which is rainfall. 

3) Validation Scheme and Data Splitting: The dataset 

used 10 cross-fold validation with a 70:30 ratio for the train 

test split where the large portion was used for training and the 

smaller portion was used for testing. Cross-validation and 

train-test split can provide a more robust evaluation of a 

model's performance. The application of cross-validation 

assists in ensuring that the model is not overfitting to any 

particular subset of the data, while the train-test split provides 

an independent evaluation of the model's performance on 

unseen data. 

D. Training and Testing 

The dataset was subjected to training and testing using 
various models and their respective variations as part of the 
research study. It is to identify the most optimal model and 

variation based on their performance and accuracy. Through 
multiple trials using different models and variations, the 
collected data was analyzed to determine the most effective 
approach. 

IV. RESULTS AND DISCUSSION 

Based on the correlation results in fig. 2, it appears that 
rainfall is negatively correlated with evaporation, maximum, 
minimum, and mean temperature, with the strongest negative 
correlation being with pressure. This suggests that as these 
temperature-related variables decrease, rainfall amount tends 
to increase. On the other hand, rainfall is positively correlated 
with relative humidity and cloud cover, indicating that higher 
levels of these variables are associated with the increased 
amount of rainfall. Wind speed and wind direction have 
relatively weak correlations with rainfall. 

 

Fig. 2. Correlation Coefficient Heatmap 

The table presents a summary of various machine learning 
models, analyzed using four parameter metrics, without any 
hyperparameter tuning. The results show the root mean 
squared error (RMSE) and R-squared values for each model, 
obtained through 10 cross-fold validation and a 70:30 train-
test ratio. The models include linear regression, tree-based 
models, SVMs, ensemble models, Gaussian process 
regression, neural networks, and kernel regression. The top-
performing models with the lowest RMSE values and highest 
R-squared values are Gaussian process regression (with the 
squared exponential and Matern 5/2 kernels), tree-based 
models (Fine Tree and Bagged Trees), and neural networks 
(Trilayered Neural Network and Wide Neural Network). 

TABLE I.  SUMMARY OF MACHINE LEARNING REGRESSION MODEL 

RESULTS  

Model 
10 cross-fold validation, 70:30 train-test ratio 

RMSE Rsquared MSE MAE 

Linear Regression 
(Linear) 0.00415 0.981113 1.72E-05 0.003256 

Linear Regression 
(Interactions 
Linear) 0.001618 0.99713 2.62E-06 0.001227 

Linear Regression 
(Robust Linear) 0.00422 0.980461 1.78E-05 0.003198 

Stepwise Linear 
Regression 0.001618 0.997128 2.62E-06 0.001236 
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Tree (Fine Tree) 0.000849 0.99921 7.20E-07 0.000463 

Tree (Medium 
Tree) 0.001027 0.998843 1.06E-06 0.00064 

Tree (Coarse Tree) 0.001701 0.996825 2.89E-06 0.001226 

SVM (Linear 
SVM) 0.004212 0.980542 1.77E-05 0.003281 

SVM (Quadratic 
SVM) 0.002295 0.994224 5.27E-06 0.001912 

SVM (Cubic 
SVM) 0.002263 0.994382 5.12E-06 0.001922 

SVM (Fine 
Gaussian SVM) 0.003075 0.989625 9.46E-06 0.002614 

SVM (Medium 
Gaussian SVM) 0.002286 0.994266 5.23E-06 0.001901 

SVM (Coarse 
Gaussian SVM) 0.003525 0.986372 1.24E-05 0.00285 

Ensemble (Boosted 
Trees) 0.002008 0.995575 4.03E-06 0.001556 

Ensemble (Bagged 
Trees) 0.000775 0.999341 6.01E-07 0.000458 

Gaussian Process 
Regression 
(Squared 
Exponential GPR) 0.000526 0.999696 2.77E-07 0.000339 

Gaussian Process 
Regression 
(Matern 5/2 GPR) 0.000476 0.999751 2.27E-07 0.000288 

Gaussian Process 
Regression 
(Exponential GPR) 0.000459 0.999769 2.10E-07 0.00027 

Gaussian Process 
Regression 
(Rational 
Quadtraic GPR) 0.000472 0.999755 2.23E-07 0.000277 

Neural Network 
(Narrow Neural 
Network) 0.001774 0.996548 3.15E-06 0.001347 

Neural Network 
(Medium Neural 
Network) 0.001547 0.997375 2.39E-06 0.00117 

Neural Network 
(Wide Neural 
Network) 0.001447 0.997702 2.10E-06 0.001123 

Neural Network 
(Bilayered Neural 
Network0 0.00312 0.98932 9.74E-06 0.002498 

Neural Network 
(Trilayered Neural 
Network) 0.001256 0.998269 1.58E-06 0.000934 

Kernel (SVM 
Kernel) 0.002208 0.994654 4.87E-06 0.001852 

Kernel (Least 
Squares Regression 
Kernel) 0.003169 0.988982 1.00E-05 0.002446 

Hyperparameter Tuning 

 After tuning the hyperparameters, the performance of 
various machine learning models was evaluated using 10 
cross-fold validation and a 70:30 train-test ratio. The Tree 
model achieved a low RMSE of 0.000812 and a high R-
squared value of 0.999277, indicating a good fit to the data. 
The SVM model had a slightly higher RMSE of 0.00089 but 
still performed well with an R-squared value of 0.999132. 
The Gaussian Process Regression model had the lowest 
RMSE of 0.000362 and the highest R-squared value of 
0.999856, indicating excellent performance. The Ensemble 
model and Neural Network model achieved comparable 
results, with RMSE values of 0.00061 and 0.001173, and R-
squared values of 0.999592 and 0.998492, respectively. 
Overall, the results suggest that the Tree, SVM, Gaussian 
Process Regression, Ensemble, and Neural Network models 
are all capable of achieving good performance in this dataset, 

with the Gaussian Process Regression model being the most 
accurate. 

TABLE II.  SUMMARY OF OPTIMIZED VALUES 

Model 
10 cross-fold validation, 70:30 train-test ratio 

RMSE Rsquared MSE MAE 

Tree 0.000812 0.999277 6.59E-07 0.000446 

Support Vector 
Machine 0.00089 0.999132 7.91E-07 0.000735 

Gaussian Process 
Regression 0.000362 0.999856 1.31E-07 0.000208 

Ensemble 0.00061 0.999592 3.72E-07 0.000317 

Neural Network 0.001173 0.998492 1.38E-06 0.000818 

Experimental Results 

 Table III shows the optimized hyperparameter values for 
the Gaussian Process Regression model, which resulted in its 
optimal performance. By tuning the hyperparameters, the 
model was able to achieve better accuracy in its predictions. 

TABLE III.  HYPERPARAMETER VALUES 

Hyperparameter Value 

Sigma 0.0059 

Basis function Constant 

Kernel function Nonisotropic Exponential 

Standardize data true 

Model Performance Visualization 

Predicted versus actual plots are shown in fig. 3 are a 
common way to visually evaluate the performance of 
regression models. The plots show how well the predicted 
values from the model match the actual values. The Tree, 
SVM, Ensemble, and Gaussian Process Regression models 
all showed excellent performance with low RMSE values 
ranging from 0.000362 to 0.000812 and high R-squared 
values ranging from 0.999132 to 0.999856. These models are 
expected to have a high correlation between their predicted 
and actual values, resulting in a plot that follows a diagonal 
line. However, the Neural Network model showed lower 
performance, with a higher RMSE of 0.001173 and a lower 
R-squared of 0.998492. As a result, the predicted versus 
actual plot for this model is expected to have a looser cluster 
of data points that deviate more from the diagonal line, 
indicating a higher variance between the predicted and actual 
values.  

 
Fig. 3. Predicted versus Actual Plots 
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V. CONCLUSION 

This study provides a comparative analysis of different 
machine learning models to predict daily rainfall in the Cavite 
Province of the Philippines. The results indicate that the Tree, 
SVM, Gaussian Process Regression, Ensemble, and Neural 
Network models are all capable of achieving good 
performance in this dataset. Among these models, the 
Gaussian Process Regression model showed the best 
performance, with the lowest RMSE and highest R-squared 
values. The findings of this study can be utilized to improve 
early warning systems and flood preparedness in the Cavite 
Province, potentially preventing excessive damage and loss, 
and saving lives. Moreover, the approach used in this study 
can serve as a template for similar studies in other regions 
prone to flooding. 

VI. FUTURE WORK 

In the future, the trained and tested machine learning 
algorithm can be deployed to create an application that 
predicts the amount of rainfall in Cavite. This application will 
serve as a valuable tool for the people of Cavite, helping them 
to prepare and take necessary precautions in the event of 
heavy rainfall.  
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