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Abstract
The global shortage of skilled programmers remains a persistent challenge. High drop-
out rates in introductory programming courses pose a significant obstacle to gradua-
tion. Previous studies highlighted learning difficulties in programming students, but 
their specific weaknesses remained unclear. This gap exists due to the predominant 
focus on the overall academic performance evaluation. To address this gap, this study 
employed cognitive diagnostic modeling (CDM) to profile the skill mastery of pro-
gramming students. An empirical analysis was conducted to select the most appro-
priate model for the data, and the linear logistic model (LLM) was determined to be 
the best fit. Final examination results from 308 information technology (IT) and 279 
computer science (CS) students were analyzed using the LLM. Unfortunately, find-
ings revealed that programming students exhibited proficiency primarily in code trac-
ing and language proficiency but displayed deficits in theoretical understanding, logi-
cal reasoning, and algorithmic thinking. From a practical standpoint, this deficiency 
in fundamental skills sheds light on the factors contributing to academic failures and 
potentially eventual dropout in programming education. When comparing the student 
population by academic program, CS students demonstrated superior mastery com-
pared to their IT counterparts, although both groups exhibited a lack of mastery in 
code tracing. These deviations underscore the pressing need for tailored educational 
strategies that address the unique strengths and weaknesses of each student group. 
Overall, this study offers valuable insights into programming education literature and 
contributes to the expanding application of CDM in educational research.
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1 Introduction

Computer programming is an essential skill in modern society. According to the Asian 
Development Bank (2022), programming skills are becoming increasingly essential 
in all job sectors worldwide. This trend is unsurprising, considering the ongoing digi-
talization and the growing complexity of technological solutions in various industries. 
Many non-coding job positions also now demand proficiency in computer program-
ming. The International Labour Organization (2021) posited that coding skills today 
are required not only of programmers but also of scientists, engineers, designers, and 
artists. This demand underscores the necessity of integrating these skills into edu-
cational curricula. Governments across the globe have responded by adapting their 
educational systems. This adaptation involves the systematic incorporation of pro-
gramming courses across different levels of education (Ou et al., 2023), in addition to 
offering them within information technology (IT), computer science (CS), and other 
computing programs. For instance, Macrides et  al. (2022) noted a significant trend 
in early childhood education towards teaching coding. Their systematic review high-
lighted the adoption of screen-based visual programming and robotics for this purpose. 
This trend continues into middle school, where Lira et al. (2022) identified program-
ming camps as a significant supplemental educational tool. It also extends to higher 
education, where Agbo et  al. (2019) observed the increasing integration of compu-
tational thinking in teaching problem-solving skills and programming education. By 
incorporating these skills into the curricula, countries are preparing future generations 
for the challenges and opportunities of an increasingly digital world.

Despite this global shift in education, the world continues to face a shortage of 
skilled programmers. In a report covering four major countries (i.e., Canada, China, 
Germany, and Singapore), the International Labour Organization (2020) has identified 
substantial deficits in the number of software developers and programmers. Similar 
widespread shortages have been observed by the European Labour Authority (2023) 
in the EU27, Norway, and Switzerland. This global issue is multifaceted, but a criti-
cal component centers around the challenges within education systems. Programming 
education often presents significant learning difficulties for students. Garcia (2021) 
asserted that these challenges are influenced by individual differences (e.g., inherent 
aptitudes and learning styles) as well as cognitive (e.g., problem-solving skills and 
logical reasoning abilities) and non-cognitive (e.g., motivation and attitude) factors. 
The effectiveness of programming education is also highly dependent on the quality 
of teaching and curriculum design. However, Ou et al. (2023) observed that the cur-
rent quality of programming education is lacking, and there is a need for enhanced 
curriculum development in schools. This situation underscores the importance of 
rigorous assessment in programming education. Such assessments are vital in iden-
tifying areas where students face challenges. They also guide the refinement of teach-
ing methods and curriculum to ensure they are aligned with the evolving needs of 
learners. However, most assessments are focused on measuring overall performance 
rather than diagnosing specific cognitive strengths and weaknesses (Garcia & Revano, 
2021). This general approach tends to overlook critical insights into individual learn-
ing attributes, which is crucial for addressing the unique challenges each student faces.
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This gap in traditional assessment methods highlights the need for an approach 
that can identify the cognitive abilities of programming students. While traditional 
assessments measure overall performance, they often fail to diagnose specific cogni-
tive strengths and weaknesses. This limitation makes it difficult to provide targeted 
support. To address this issue, Cognitive Diagnostic Modeling (CDM) emerges as a 
fitting solution. CDM is a sophisticated analytical approach that focuses on under-
standing and diagnosing the specific cognitive skills and knowledge structures indi-
viduals possess. By providing detailed and multidimensional diagnostic feedback, 
CDM can identify examinees’ strengths and weaknesses across a spectrum of attrib-
utes. This technique can be particularly beneficial in programming education, where 
understanding the intricacies of a student’s cognitive abilities can lead to more 
effective instructional strategies. Applying a CDM approach can inform curricu-
lum development and optimize learning outcomes by aligning instructional methods 
with the diverse cognitive needs of students. Therefore, this study seeks to address 
the following research questions (RQ):

 RQ1. Which cognitive diagnosis model most adequately fits the empirical data?
 RQ2. What are the attributes mastered by students at the grade and individual levels?
 RQ3. How do these mastery profiles vary between CS and IT students?

2  Background of the study

2.1  Cognitive diagnosis modeling

CDM is an advanced analytical approach designed to understand and diagnose the 
specific cognitive skills and knowledge structures that individuals possess. Its foun-
dational roots date back to the development of the rule space method (Tatsuoka, 
1983). Over the years, CDM has evolved to incorporate various models and tech-
niques aimed at providing detailed and multidimensional diagnostic feedback (Liu 
et al., 2023). Unlike traditional psychometric frameworks that are more descriptive, 
such as item response theory (IRT) and classical test theory (CTT), CDM offers a 
diagnostic framework that classifies examinees’ strengths and weaknesses across a 
spectrum of attributes (de la Torre & Minchen, 2014). In this context, an attribute is 
described as essential knowledge and cognitive abilities crucial for solving specific 
problems or tasks. For example, a CDM could indicate whether students learning 
programming have mastered specific attributes essential to coding, such as under-
standing basic syntax, applying control structures such as loops and conditionals, 
or efficiently debugging code (Garcia et  al., 2022a, b) . This level of granularity 
provides more detailed evidence than other psychometric models, making CDM 
particularly useful for guiding teaching and learning decisions in the classroom 
(Effatpanah et al., 2019; Paulsen & Valdivia, 2022). Given its capabilities as a psy-
chometric model, CDM is frequently used as the analytical framework in cognitive 
diagnostic assessment as it offers a more comprehensive evaluation of students’ 
learning processes (Li et al., 2021).
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The application of CDM has shown significant success in various educational 
contexts, including reading (Jang et al., 2015), listening (Meng et al., 2023), writing 
(Effatpanah et al., 2019), mathematics (Chandía et al., 2023), and accounting (Helm 
et al., 2022). These studies have demonstrated the effectiveness of CDM in providing 
detailed insights into specific skill sets and cognitive abilities of students. However, 
despite the empirical evidence demonstrating the benefits of CDM in other educa-
tional domains, it has not yet been adopted in programming education. A review of 
the literature reveals a significant gap, as no studies have specifically employed CDM 
as an assessment approach in programming education. The closest prior work involves 
the assessment of computational thinking, which has a broader focus on problem-solv-
ing and algorithmic reasoning rather than programming-specific skills (Li & Traynor, 
2022). Unfortunately, traditional assessments used in programming education (e.g., 
Qayyum et al., 2018; Schnieder & Williams, 2022), while useful in evaluating the gen-
eral understanding and competence of learners, often fail to diagnose specific cogni-
tive strengths and weaknesses. In contrast, CDM offers a unique opportunity to iden-
tify the nuances of students’ cognitive abilities. By diagnosing specific areas where 
students may struggle or excel, CDM can provide educators with the insights needed 
to tailor instruction more effectively. Given the limitations of traditional assessment 
methods in programming, there is a compelling need to explore and integrate CDM 
into this field to enhance both learning outcomes and instructional practices.

2.2  Foundational models in cognitive diagnosis

An important consideration in applying a CDM is selecting an appropriate model 
(Wu et al., 2024). CDM encompasses various types of models, each with unique fea-
tures and applications. Saturated models, such as the G-DINA (generalized determin-
istic inputs, noisy "and" gate) model (de la Torre, 2011), are the most comprehensive, 
as they allow for the estimation of all possible interactions among attributes. These 
models are highly flexible and can capture complex relationships, but they require a 
large amount of data and can be computationally intensive. Conversely, constrained 
models simplify the structure by assuming that certain interactions are negligible, 
thus reducing the number of parameters to be estimated. Examples of constrained 
models include the DINA (deterministic inputs, noisy "and" gate) model (Junker 
& Sijtsma, 2001), the DINO (deterministic input, noisy "or" gate) model (Templin 
& Henson, 2006), additive CDM (ACDM; de la Torre, 2011), linear logistic model 
(LLM; Maris, 1999), reduced reparameterized unified model (RRUM; Hartz, 2002), 
and more. These models are easier to manage and interpret but may not capture all 
the nuances of the data. When there are uncertain relationships among attributes, 
Ma and de la Torre (2020b) noted that the higher-order GDINA model with Rasch, 
1-Parameter Logistic (1PL), and 2-parameter Logistic (2PL) joint attribute distribu-
tions can be considered to select appropriate models for empirical studies.

In some cases, a mixed model approach is used as a supplement to standard CDM 
analysis, where different models are applied to individual items within the same 
assessment. This technique allows for a tailored analysis that can better fit the vary-
ing complexities of various questions in an instrument. For instance, simpler items 
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might be analyzed with reduced models, while more complex items might require 
saturated models to fully capture the cognitive processes involved. In a practical 
application, Ravand and Robitzsch (2018) applied this method in a reading compre-
hension context and found that a mixed model provided a better fit than the G-DINA 
model. Given the abundance of viable models, de la Torre and Lee (2013) argued 
that objectively choosing the most appropriate model is crucial rather than relying 
on personal preference or a predetermined model. As a guiding approach, the parsi-
mony principle suggests selecting the simplest model when faced with multiple sta-
tistically equivalent models. However, model selection should also be based on how 
well the model assumptions correspond to the theoretical basis used to construct a 
given test (Li et al., 2015). de la Torre and Lee (2013) noted that the Wald Test, a 
statistical test for parameter significance, can be used to compare models under the 
G-DINA framework. Using this test allows the selection of the model that best fits 
the specific context of the assessment. The choice of model impacts the accuracy 
and utility of the diagnostic information obtained, making it essential to consider 
the characteristics of the items and the attributes being measured (Effatpanah et al., 
2019; Helm et  al., 2022). This careful selection ensures that the CDM approach 
is effectively tailored to provide fine-grained diagnostic information and the most 
meaningful insights into students’ cognitive abilities and learning needs.

3  Methods

3.1  Study setting and participants

The research was conducted at one of the leading institutes of technology in the Phil-
ippines. This university hosts a College of Computer Studies and Multimedia Arts 
(CCSMA), which offers IT and CS undergraduate programs. A fundamental compo-
nent shared between these programs is a series of introductory and advanced computer 
programming courses. One of the programming courses that plays a significant role 
in the curriculum of both programs is Computer Programming 1, which comprises 
lecture (CCS0003) and laboratory (CCS0003L) components. The primary objective 
of this introductory programming course is to teach first-year computing students 
the foundational skills in computational logic and design. The course covers tradi-
tional problem-solving techniques (e.g., flowcharting and pseudo-coding) and basic 
programming concepts covering input/output operations, conditional and repetitive 
control structures, and arrays. Garcia (2021) utilized the same course in conducting 
experimental research on evaluating cooperative learning pedagogy in computer pro-
gramming. The selection of this course for the study is strategic, as it represents a 
shared educational experience for IT and CS students. The course maintains uniform-
ity in its syllabus, teaching materials, and online modules, ensuring instruction con-
sistency across different faculty members and between the two programs. It also guar-
antees that all computing students are assessed under similar conditions, making the 
evaluation of their skills and knowledge fair and unbiased. By maintaining uniformity 
in course content and delivery, the research design effectively controls for extraneous 
variables that might otherwise influence the outcome of the study (Garcia, 2023).
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3.2  Research instrument and data collection

This study utilized a comprehensive 100-item multiple-choice final examination 
from the CCS0003 course. Administered during the first trimester of the academic 
year 2023–2024, all IT and CS students enrolled in the course took this departmen-
tal examination for an hour. The instrument development was spearheaded by the 
faculty-in-charge, with subsequent validation by a team of co-faculty members who 
also teach the course. This collaborative approach in the instrument’s development 
and validation ensured its academic rigor and alignment with the course’s educa-
tional objectives. It is important to note that, although arguably better approaches to 
assess students exist (e.g., practical coding assessments), the number of items and 
the multiple-choice format are departmental requirements. Despite the multiple-
choice format, several questions presented students with scenarios involving machine 
problems requiring them to interpret and analyze provided code snippets. Success-
fully responding to these questions necessitates a comprehensive understanding of 
the underlying algorithms. Additionally, this instrument was created simply as a final 
course assessment and not specifically for CDM analysis. Lee et  al. (2012) argued 
that very few assessments are designed based on a cognitive diagnosis framework. 
More commonly, CDM is applied retrospectively to assessments initially developed 
with a unidimensional item response theory framework (i.e., retrofitting).

Nonetheless, the primary reason for selecting the final examination is the avail-
ability of detailed data (i.e., student responses on an item-by-item basis and the cor-
rectness of these responses). The dataset was readily accessible through ZipGrade 
– a mobile optical scanner application for grading multiple-choice assessments. The 
administrative office of the CCSMA was formally requested to provide a copy of the 
examination and the results. In response to the request, and with consideration for ethi-
cal research practices, they provided randomly selected data from various IT (n = 308) 
and CS (n = 269) classes. Upon receipt of the data, the first step was anonymizing it to 
ensure student confidentiality. This anonymization process involved removing all per-
sonally identifiable information, such as names, identification numbers, and any other 
markers traceable to individual students. This step was crucial for protecting student 
privacy and upholding the integrity of our research. More importantly, this approach 
strictly complied with data protection regulations and institutional ethical guidelines.

3.3  Q‑matrix

Upon obtaining a copy of the examination, domain expertise was utilized, enriched 
by insights from relevant literature (e.g., Xie et  al., 2019), to identify the essential 
attributes that computer programming students must possess. At this point, the pri-
mary goal was to compile a comprehensive list of these attributes. Then, the exami-
nation was reviewed item-by-item to check for missing attributes or to confirm that 
all identified attributes were covered. Indeed, specific attributes (e.g., debugging and 
code documentation) were not included in the study due to the absence of corre-
sponding questions in the examination. The initial list of attributes was then presented 
to the faculty-in-charge who developed the examination. Following a consultation, a 
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consensus was reached that the attributes measured by this examination include theo-
retical understanding, language proficiency, logical reasoning, algorithmic thinking, 
and code tracing (see Table 1). Subsequently, a Q-Matrix was developed to illustrate 
the relationship between examination items and the identified attributes. Mapping the 
test items onto an item-by-skill table is a critical first step in CDM (Tatsuoka, 1983). 
The Q-Matrix underwent validation by the faculty team responsible for the creation 
and validation of the CCS0003 examination. In cases of disagreement, conflicting 
viewpoints were discussed and resolved through collaborative decision-making to 
ensure a unified and accurate representation in the matrix. Several revisions were 
made based on their feedback, and the revised version served as our initial Q-Matrix.

3.4  Data analysis

Following the development of the initial Q-matrix, data analysis was conducted 
using the R programming language, employing the GDINA framework (Ma & de 
la Torre, 2020b) as well as the tidyr, ggplot2, and fmsb packages. The data anal-
ysis was initiated with an empirical validation of the item-by-skill table. Ma and 
de la Torre (2020a) have observed that Q-matrices developed by domain experts 
often tend to be subjective, which is why it is critical to validate them empirically 
to avoid erroneous attribute estimation. The results provided by the G-DINA model 
were consulted using the Proportion of Variance Accounted For (PVAF) with a cut-
off greater than 0.95 (de la Torre & Chiu, 2016). Additionally, the mesa plots (refer 
to Fig. 1) of items flagged for revision were manually checked for further analysis. 
Revisions were made only when they were logically consistent with the item and the 
skills required for its correct response. This validation process led to the finaliza-
tion of the Q-Matrix, with the results indicating that 86 out of 100 q-vectors were 
retained (e.g., Item 48; Fig.  1a). Regarding the 14 items with suggested q-vector 
modifications: six items had one suggested change each (e.g., Item 25: from 10110 
to 11110; Fig. 1b), six items had two suggested changes each (e.g., Item 57: from 
01001 to 01111; Fig. 1c), and one item had three suggested changes (e.g., Item 54: 
from 10000 to 10111; Fig.  1d. The final and validated Q-matrix can be found in 
Appendix A..

Afterward, the analysis progressed by fitting the G-DINA model while imposing 
the monotonicity constraints on the dataset. This saturated model provided a baseline 
for our analysis. Subsequently, various models were explored, including the DINA 
model, the DINO model, ACDM, LLM, and RRUM. Given the diversity of cognitive 
processes involved, it may be more beneficial to avoid forcing a single model onto 
the entire dataset. Recognizing the complexity of cognitive processes and preventing 
the imposition of a single model on the entire test, an item-level model fit analysis 
was conducted. This approach allowed us to consider how each model applied to indi-
vidual test items rather than the entire test. To select the most appropriate model at 
the item level, this study followed the process outlined by Ma et al. (2016). First, the 
Wald statistic for all models for every item was calculated. de la Torre and Lee (2013) 
recommended the use of the Wald test as an objective means of determining the most 
appropriate models. In this approach, the null hypothesis posits that the reduced model 
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fits the item as well as the saturated model. If the null hypothesis is rejected (p < 0.05), 
the reduced model is dismissed. If more than one reduced model is retained and DINA 
or DINO is among them, the one with the most significant p-value is selected. The 
outcome of this analysis was a mixed model (subsequently referred to as MIXED), 
which combined different models at an item level. In addition to these models, we 
incorporated higher-order G-DINA models such as Rasch, 1PL, and 2PL into our 
analysis. Several studies have demonstrated the potential of using higher-order models 
in examining the skill profiles of students (e.g., Zhang et al., 2022).

All these models were included in the relative fit analysis, where the perfor-
mance of saturated, reduced, mixed, and higher-order models was compared using 
the anova() function in the G-DINA framework. This comparative analysis was piv-
otal in selecting the most appropriate model. Models that were not rejected during 
this analysis were further examined, and the one with the lowest Akaike Information 
Criterion (AIC; Akaike, 1974) and Bayesian Information Criterion (BIC; Schwarz, 
1978) was selected as the most suitable model. Both AIC and BIC are relative fit 

(setubirttAdeniateR)a( b) One Attribute Revised 

desiveRsetubirttAeerhT)d(desiveRsetubirttAowT)c(

Fig. 1  Mesa plots of sample items showcasing varying levels of attribute modifications, (a) Retained 
Attributes, (b) One Attribute Revised, (c) Two Attributes Revised (d) Three Attributes Revised
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indices used for selecting between non-nested models, with lower values indicating 
a better fit. These indices provide a balance between model complexity and good-
ness of fit, helping avoid overfitting while ensuring accuracy (Chen et  al., 2013). 
After determining the best model, the focus shifted to evaluating the prevalence 
of various cognitive attributes among programming students. This step was essen-
tial for understanding the commonalities and variations in cognitive skills within 
the student population. Finally, a multi-group comparison was conducted to further 
assess the cognitive attributes of CS and IT students. This analysis aimed to identify 
significant differences in abilities and skills between the two student cohorts, which 
can provide valuable insights into the specific educational needs of each discipline.

4  Results

4.1  RQ1: Which cognitive diagnosis model most adequately fits the collected 
data?

Table 2 presents the results of the item-level model fit analysis. The model selection 
process at the item level was guided by statistical criteria to ensure that only the most 
fitting models were retained for analysis. For instance, both DINA and DINO were 
retained for Item 13, and DINO was chosen because it had a higher p-value than DINA. 
In cases where DINA and DINO have the same value (e.g., item 67), either of the two 
can be selected. Conversely, if neither DINA nor DINO are among the retained models, 
the reduced model (be it ACDM, LLM, or RRUM) with the most significant p-value 
is selected. For example, both DINA and DINO were dismissed for Item 48, and LLM 
was chosen as it had the highest p-value. It should be noted that when several reduced 
models have p-values greater than 0.05, DINA or DINO are preferred over other mod-
els due to their statistical simplicity (Rupp & Templin, 2008). Finally, items measuring 
a single attribute that was not included in the table used G-DINA by default.

An absolute fit test was then conducted to compare the fit of the models to the 
data. The modelfit() function was used to measure the  M2 statistic, the root mean 
square error of approximation  (RMSEA2), and the standardized root mean square 
residual (SRMSR). Additionally, the itemfit() function was employed to assess the 
maximum z-scores for both transformed correlation and log odds ratio. In these indi-
ces, lower values are preferable as they signify a reduced discrepancy between the 
model predictions and the actual observed data. In the preliminary analysis (refer to 
Appendix B. for the results), it is notable that all  RMSEA2 values were above 0.045, 
which indicates that all models displayed a poor fit. Although there is no univer-
sally accepted cutoff (Davier and Lee 2019), several studies have suggested that an 
RMSEA below 0.045 denotes a good model fit (e.g., Delafontaine et al., 2022; Shi 
et al., 2021). Consequently, 19 items that exhibited inadequate performance in terms 
of the item discrimination index (IDI) and the G-DINA discrimination index (GDI) 
were removed. This elimination focused on items that made a minimal contribu-
tion to distinguishing between latent classes or those with low IDI and GDI scores. 
The removal of these poorly performing items was critical to enhancing the overall 
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Table 2  p-values of each reduced model obtained using the wald test

Items DINA DINO ACDM LLM RRUM Selected Model

Item 13 0.9747 0.9791 0.9882 0.9691 0.9952 DINO
Item 19 1.0000 0.9956 0.9732 0.9578 0.9772 DINA
Item 20 0.9971 0.9988 0.9545 0.9796 0.9590 DINO
Item 22 0.9909 0.9956 0.9907 0.984 0.9803 DINO
Item 23 0.9977 0.9964 0.9771 0.9964 0.9747 DINA
Item 32 0.9997 1.0000 0.9990 1.0000 0.9998 DINO
Item 40 1.0000 0.9995 1.0000 1.0000 1.0000 DINA
Item 41 0.9892 0.9579 0.9954 0.9936 0.9972 DINA
Item 48 0.0000 0.0000 0.9997 1.0000 0.0000 LLM
Item 51 0.0003 0.0000 0.0000 1.0000 1.0000 LLM
Item 52 0.0283 0.4828 1.0000 1.0000 0.0220 DINO
Item 53 0.0000 0.8404 1.0000 1.0000 0.9960 DINO
Item 57 0.0000 0.9531 0.9864 0.999 0.0000 DINO
Item 58 0.0000 0.0000 0.9981 0.9998 0.4145 LLM
Item 59 0.0000 0.9337 0.9992 1.0000 0.0057 DINO
Item 61 0.0000 0.0000 1.0000 1.0000 0.0351 LLM
Item 62 0.0000 0.0000 0.9996 1.0000 0.5883 LLM
Item 63 0.1634 0.1247 0.001 1.0000 1.0000 DINA
Item 64 0.0004 0.0004 0.0000 1.0000 1.0000 LLM
Item 65 0.0000 0.0000 0.0000 1.0000 0.0000 LLM
Item 67 0.8562 0.8562 0.049 1.0000 1.0000 DINO
Item 68 0.0000 0.9988 0.4478 1.0000 0.0000 DINO
Item 69 1.0000 1.0000 1.0000 1.0000 1.0000 DINO
Item 72 0.0266 0.0000 1.0000 1.0000 1.0000 LLM
Item 73 1.0000 0.6735 0.9243 0.0000 0.0000 DINA
Item 75 0.9983 0.9836 0.0000 1.0000 1.0000 DINA
Item 77 0.9356 0.0000 0.0000 0.0001 0.0000 DINA
Item 78 0.0015 0.0000 1.0000 1.0000 1.0000 LLM
Item 79 0.0000 0.0000 0.9946 0.9997 0.8927 LLM
Item 80 0.9986 1.0000 0.9998 1.0000 1.0000 DINO
Item 81 1.0000 1.0000 0.9998 0.0000 0.0000 DINO
Item 83 0.2527 0.0948 1.0000 1.0000 1.0000 DINA
Item 84 0.9985 0.9980 0.2712 1.0000 1.0000 DINA
Item 85 0.9612 0.9611 1.0000 1.0000 1.0000 DINA
Item 86 1.0000 1.0000 0.9705 1.0000 1.0000 DINA
Item 87 0.9993 0.9991 0.9878 0.9914 0.9867 DINO
Item 89 0.9903 0.9906 0.9735 0.9741 0.9697 DINO
Item 92 0.9691 0.9966 1.0000 1.0000 0.9925 DINO
Item 93 0.9253 0.8156 0.9866 1.0000 1.0000 DINA
Item 96 0.9987 0.9965 0.1924 1.0000 0.0051 DINA
Item 99 1.0000 1.0000 0.9857 1.0000 0.7902 DINA
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accuracy of the model. Following this refinement, Table 3 presents improved results, 
evidenced by lower values across various indices.

To answer RQ1, a relative fit test was performed to objectively compare and 
find the best fitting model among the saturated (G-DINA), reduced (DINA, DINO, 
ACDM, LLM, & RRUM), higher-order (Rasch, 1PL, and 2PL), and a combination 
of different models (MIXED). Using the anova() function in the G-DINA frame-
work, the results of the information criteria and likelihood ratio test are shown in 
Table 4. Based on these results, the DINA, DINO, and MIXED models were rejected 
(p < 0.001), and only the RRUM, LLM, and ACDM fitted the data well (p = 1). 
Among these potential models, the LLM demonstrated the best fit (AIC = 49,819.33; 
BIC = 51,144.11). Both AIC and BIC serve as a measure for comparing model fit, 
with lower values signifying a more favorable model fit (Shi et al., 2021). The con-
sistency between the relative and absolute fit tests is evident, as the LLM not only 
emerges as the best model in the relative fit test but also excels in the absolute fit test 
by exhibiting the lowest RMSEA2 value (0.0447). Most importantly, this is the only 
model with a good fit (RMSEA2 < 0.045) to the data.

Consequently, the LLM was selected and used to compute the classification accu-
racy of the test, as well as to estimate the discrimination index and attribute prevalence. 
This approach supports the practice of empirically simplifying the G-DINA model, as 
reduced models can provide better classification results when used appropriately (Ma 
et al., 2016). The analysis revealed that using LLM in analyzing the dataset achieved 
an overall attribute profile classification accuracy of 0.8484, which indicates that it 
could reliably classify 84.84% of students in terms of their skill mastery of computer 
programming. At the attribute level, the selected model can correctly identify theo-
retical understanding at 97.41%, language proficiency at 99.50%, logical reasoning at 
96.69%, algorithmic thinking at 90.01%, and code tracing at 94.48%. These results 
indicate high classification accuracy at the profile and attribute levels, demonstrating 
the robustness of the selected model in assessing diverse skill sets.

Table 3  Absolute model fit indices

df = Degrees of Freedom; RMSEA = Root Mean Square Error of Approximation; CI = Confidence Inter-
val; SRMSR = Standardized Root Mean Square Residual; Max.z(r) = maximum z score for transformed 
correlation; Max.z(l) = maximum z score for log odds ratio

Model df M2 RMSEA2 (CI) SRMSR Max.z(r) Max.z(l)

G-DINA 2486 5568.106 0.0464 (0.0447—0.0480) 0.0837 11.8611 12.3432
DINA 3128 12,098.120 0.0705 (0.0692—0.0718) 0.0813 13.6626 13.9054
DINO 3128 12,091.610 0.0705 (0.0691—0.0718) 0.0823 13.5415 13.7789
RRUM 3017 6551.055 0.0451 (0.0436—0.0465) 0.0831 10.1394 10.1633
LLM 3017 6489.424 0.0447 (0.0432—0.0462) 0.0822 10.1137 10.1389
ACDM 3017 6567.468 0.0452 (0.0437—0.0466) 0.0883 10.1528 10.1736
Rasch 2512 5716.850 0.0470 (0.0454—0.0486) 0.0842 10.1097 10.5211
1PL 2511 5665.227 0.0467 (0.0450—0.0483) 0.0837 10.7157 11.1573
2PL 2507 5546.834 0.0458 (0.0442—0.0475) 0.0842 11.0002 11.4603
MIXED 2821 7677.886 0.0546 (0.0532—0.0561) 0.0907 10.0860 10.1093
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4.2  RQ2: What are the attributes mastered by students at the grade 
and individual levels?

In addressing RQ2, the attribute prevalence was analyzed to determine the proportion 
of students who have mastered or not mastered each attribute in computer program-
ming (see Fig. 2). According to the grade-level analysis, students mastered only two of 
the five evaluated attributes, indicating that the majority did not achieve mastery. Spe-
cifically, the data showed that a higher percentage of students demonstrated mastery 
in code tracing (60.02%) and language proficiency (81.76%). In contrast, there was a 
smaller proportion of students who achieved mastery in algorithmic thinking (48.82%), 
logical reasoning (44.44%), and theoretical understanding (44.76%). These contrasting 
results in attribute prevalence at the grade level highlight the need for a more balanced 
and focused approach in programming education. It is essential to ensure that all criti-
cal skills are adequately addressed and developed.

To understand the patterns of attribute mastery among programming students, 
latent classes and their corresponding posterior probability percentages were analyzed. 
With five attributes, there are up to 32 unique attribute profiles (APs). As shown in 
Table 5 and Fig. 3, three latent classes dominated the programming student popula-
tion. These include students who mastered only language proficiency (AP 3; 16.49%; 
Fig. 3b), those who mastered all attributes (AP 32; 15.66%; Fig. 3c), and those students 
who mastered all attributes except logical reasoning (AP 29; 10.83%; Fig. 3a). These 
mastery patterns are followed by 18 more latent classes that had a non-zero posterior 
probability. There were also 11 latent classes where the posterior probability was 0%, 
indicating no students fell into these categories. Overall, this individual-level analysis 
conforms with the results of the grade-level analysis.

Fig. 2  Attribute prevalence of the programming student population
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4.3  RQ3: How do these mastery profiles vary between cs and it students?

In addressing RQ3, the proportion of IT and CS students who have or have not mas-
tered each programming attribute was compared by activating the multi-group analy-
sis in the GDINA library. Both relative and absolute fit tests demonstrate that the 
LLM is still the best model for this analysis. The grade-level analysis revealed that CS 

Table 5  Latent class and posterior probability percentage (whole population)

1 = attribute present; 0 = attribute absent

Attribute 
Profile

Attributes Posterior 
Probabil-
ityTheoretical 

Understanding
Language 
Proficiency

Logical 
Reasoning

Algorithmic 
Thinking

Code Tracing

1 0 0 0 0 0 0.58
2 1 0 0 0 0 0.00
3 0 1 0 0 0 16.49
4 0 0 1 0 0 0.00
5 0 0 0 1 0 4.71
6 0 0 0 0 1 4.56
7 1 1 0 0 0 0.03
8 1 0 1 0 0 0.00
9 1 0 0 1 0 0.00
10 1 0 0 0 1 0.00
11 0 1 1 0 0 6.36
12 0 1 0 1 0 6.75
13 0 1 0 0 1 7.18
14 0 0 1 1 0 0.56
15 0 0 1 0 1 0.97
16 0 0 0 1 1 0.25
17 1 1 1 0 0 0.00
18 1 1 0 1 0 4.17
19 1 1 0 0 1 0.01
20 1 0 1 1 0 0.00
21 1 0 1 0 1 1.69
22 1 0 0 1 1 0.00
23 0 1 1 1 0 0.00
24 0 1 1 0 1 6.21
25 0 1 0 1 1 0.00
26 0 0 1 1 1 0.00
27 1 1 1 1 0 0.33
28 1 1 1 0 1 7.11
29 1 1 0 1 1 10.83
30 1 0 1 1 1 4.93
31 0 1 1 1 1 0.63
32 1 1 1 1 1 15.66
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students achieved higher mastery levels than IT students in four out of five attributes. 
As shown in Fig. 4, the data indicate that CS students demonstrated better mastery 
in algorithmic thinking (64.05%), language proficiency (98.70%), logical reasoning 
(76.11%), and theoretical understanding (61.33%). Only in code tracing (31.57%) did 
the IT students exhibit better mastery. Nonetheless, the mastery levels of both groups 
did not reach or exceed the 50% threshold in this attribute. This finding suggests that 
code tracing is the area where both groups show the most significant weakness.

Building on the findings from the multi-group analysis, the individual-level anal-
ysis further explores the differences in the patterns of attribute mastery between 
CS and IT students. It is not surprising to observe distinct mastery profiles within 
these groups (see Table 6), given the varied learning outcomes previously noted. For 
example, the CS student population is dominated by students who have mastered all 
attributes except algorithmic thinking (AP 28; 28.15%). Conversely, the IT student 

(a) Mastery Pattern 01000 (b) Mastery Pattern 11111 (c) Mastery Pattern 11011 

Fig. 3  Individual skill profiles based on dominant mastery pattern, (a) Mastery Pattern 01000, (b) Mas-
tery Pattern 11,111, (c) Mastery Pattern 11,011

Fig. 4  Attribute prevalence between IT and CS programming students



Education and Information Technologies 

population is dominated by students who have mastered only language proficiency 
(AP 3; 34.06%). Although the CS group exhibits greater mastery in this attribute, it 
still represents the attribute most frequently mastered by the IT group. This individ-
ual-level analysis aligns with the overarching theme from our broader analysis: dis-
tinct educational trajectories are evident within the IT and CS student populations.

Table 6  Latent class and posterior probability percentage (IT vs CS)

1 = attribute present; 0 = attribute absent; IT = Information Technology; CS = Computer Science

Attribute 
Profile

Attributes Posterior Prob-
ability

Theoretical 
Understanding

Language 
Proficiency

Logical 
Reasoning

Algorithmic 
Thinking

Code Tracing IT CS

1 0 0 0 0 0 0.00 0.00
2 1 0 0 0 0 0.00 0.00
3 0 1 0 0 0 34.06 3.50
4 0 0 1 0 0 0.00 1.11
5 0 0 0 1 0 9.79 0.33
6 0 0 0 0 1 0.48 0.00
7 1 1 0 0 0 0.00 1.14
8 1 0 1 0 0 0.00 0.00
9 1 0 0 1 0 0.00 0.00
10 1 0 0 0 1 0.00 0.00
11 0 1 1 0 0 0.00 18.15
12 0 1 0 1 0 0.00 0.00
13 0 1 0 0 1 11.63 4.38
14 0 0 1 1 0 1.62 0.19
15 0 0 1 0 1 0.00 0.00
16 0 0 0 1 1 3.13 0.00
17 1 1 1 0 0 0.00 0.00
18 1 1 0 1 0 0.77 0.00
19 1 1 0 0 1 9.02 7.43
20 1 0 1 1 0 0.00 0.00
21 1 0 1 0 1 0.00 0.00
22 1 0 0 1 1 0.00 0.00
23 0 1 1 1 0 0.00 0.80
24 0 1 1 0 1 0.48 9.95
25 0 1 0 1 1 0.00 0.00
26 0 0 1 1 1 7.26 0.00
27 1 1 1 1 0 0.00 0.69
28 1 1 1 0 1 0.23 28.15
29 1 1 0 1 1 9.22 6.71
30 1 0 1 1 1 11.82 0.00
31 0 1 1 1 1 0.26 0.42
32 1 1 1 1 1 0.20 17.04
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5  Discussion

High student dropout rates in programming courses are a significant issue, often 
resulting in lower overall graduation rates. This barrier not only hinders the develop-
ment of a skilled workforce capable of meeting the evolving demands of various sec-
tors but also limits the ability of individuals to engage with and contribute to the digi-
tal economy. Prior works have established that programming students face various 
learning difficulties (Garcia, 2021). However, the exact nature of their weaknesses 
remains vague, posing a challenge in determining which specific programming-
related attributes students lack. This gap exists mainly because most studies on pro-
gramming education focus on evaluating overall academic performance. Recognizing 
the importance of pinpointing specific skill mastery profiles, this study applied CDM 
to assess the cognitive abilities of programming students. By identifying specific 
areas where a student may struggle or excel in programming, this study offers empiri-
cal evidence that can assist educators in customizing their instructional approaches. 
Moreover, it can inform the development of curricula to better cater to the varied 
cognitive requirements of students in programming courses.

Model fit analyses were initially conducted to ensure the accuracy of the diag-
nostic conclusions derived from the data. The LLM demonstrated the best fit as 
evidenced by both relative and absolute fit indices. This selection also supports the 
empirical simplification of saturated models, as reduced models can provide better 
classification rates than their more complex counterparts (Ma et al., 2016). Based 
on the data analyses, the LLM exhibited high accuracy in both profile and attribute-
level classification. Using this model, the attribute prevalence was then analyzed 
to determine the mastery levels of each programming attribute. Unfortunately, the 
grade-level analysis revealed that programming students only mastered language 
proficiency and code tracing. These two attributes indicate that students have a fun-
damental understanding of the syntax and semantics of programming languages, as 
well as the ability to follow and predict the execution flow of programs. Mastery 
in these areas is essential for basic programming tasks, but it does not cover the 
full spectrum of skills required for more advanced problem-solving and program 
development (Graafsma et al., 2023). The reliance on language proficiency and code 
tracing skills alone may result in a limited ability to tackle complex programming 
challenges, which require a deeper understanding of underlying principles and the 
ability to apply logical and algorithmic thinking (Garcia et al., 2023). This limited 
skill set suggests a significant gap in the educational approach that may need to be 
addressed to ensure students develop a more comprehensive and well-rounded pro-
gramming skill set.

While they demonstrate an understanding of the programming language and can 
follow program execution, students lack mastery in algorithmic thinking, logical rea-
soning, and theoretical understanding. These deficiencies are particularly concerning 
because effective program development necessitates not just theoretical understand-
ing but also mastery of algorithmic thinking and logical reasoning (Thuné & Eck-
erdal, 2019). Without strong skills in these areas, students may struggle to design 
efficient algorithms, understand the abstract concepts underlying programming tasks, 
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and apply logical frameworks to problem-solving (Garcia et al., 2022a, b) . The lack 
of algorithmic thinking and logical reasoning skills can also impede students’ ability 
to debug and optimize their code effectively, which can lead to persistent errors and 
inefficient solutions. Graafsma et al. (2023) also found that logical reasoning has been 
shown to predict academic success in computer programming courses. Unfortunately, 
the absence of these fundamental programming skills at the earliest stage of their aca-
demic program poses a significant threat to their long-term success (Xie et al., 2019). 
Students may find themselves struggling to tackle the more intricate and abstract 
aspects of programming. As they face challenges in meeting course expectations and 
in dealing with complex programming tasks, their confidence might decrease (Kovari 
& Katona, 2023). This diminished confidence may lead them to question their deci-
sion to pursue programming-related studies.

From a practical standpoint, this finding illuminates what contributes to academic 
failures and eventual dropout in programming education. Garcia and Revano (2021) 
asserted that students who lack a firm grasp of theoretical understanding may strug-
gle with more advanced programming topics. This difficulty can result in students 
facing increasing challenges as they progress through their coursework. Unfortu-
nately, it often translates into poor academic performance (Hota et al., 2023), which 
can lead to a cycle of frustration and discouragement. This emotional response can 
further hinder their learning process and motivation, exacerbating their struggles in 
the field of programming. This assertion is supported by empirical evidence dem-
onstrating that fun plays a vital role in coding, as it has a positive and indirect effect 
on learning (Tisza & Markopoulos, 2021). Furthermore, the absence of algorithmic 
thinking (Lamagna, 2015) and logical reasoning (Barlow-Jones & van der West-
huizen, 2017; Graafsma et al., 2023) may present significant obstacles for students 
when tackling real-world programming challenges. Without these fundamental 
skills, students may find themselves struggling to effectively utilize their language 
proficiency in practical scenarios. This finding becomes even more problematic 
considering that individual-level analysis reveals that the majority of the program-
ming student population excels only in language proficiency. Unfortunately, there 
is a significant difference between merely knowing a programming language and 
being able to effectively use it, a skill that requires a mastery of both algorithmic 
thinking and logical reasoning. Students who do not master these fundamental skills 
often lack confidence in their programming abilities. This lack of self-assurance can 
contribute to performance anxiety and the decision to drop out (Dirzyte et al., 2023; 
Garcia, 2023). Recognizing their deficiencies in essential programming skills, some 
students may opt to pursue alternative career paths.

When analyzing the student population separately by academic program, distinct 
learning outcomes emerged between IT and CS programming students. Despite hav-
ing access to identical educational resources and programming curriculum, CS stu-
dents displayed superior mastery compared to their IT counterparts. This disparity 
suggests that factors other than shared educational content contribute to these dif-
ferences. Unfortunately, there is a paucity of literature on this subject, and this study 
represents the first to compare the programming skill mastery profiles of IT and CS 
students. Future research should aim to identify the reasons behind these differences 
to determine the precise interventions necessary to improve programming education. 
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In this context, a potential explanation could be the curriculum. From a curricular 
standpoint, CS programs often focus on theoretical foundations, algorithmic thinking, 
and problem-solving skills, which are essential for understanding complex computing 
concepts. Conversely, IT programs might place more emphasis on practical, applica-
tion-oriented skills. This divergence in curricular focus could result in CS students 
developing a deeper understanding of computational theory and algorithms. In such 
a scenario, it could be anticipated that a more pronounced delineation in skill mas-
tery profiles will manifest as students advance through their academic curriculum. 
Consequently, longitudinal assessments are necessary to explain these developmental 
trajectories in future research. The implication of this finding also underscores the 
importance of continuous curriculum evaluation and the adoption of adaptive teach-
ing methods in programming education. By doing so, educators can ensure that stu-
dents not only gain comprehensive programming knowledge but also develop a well-
rounded set of skills essential for their future careers (Schnieder & Williams, 2022). 
Overall, these differences underscore the need for tailored educational strategies that 
cater to the unique strengths and weaknesses of each student group. Recognizing and 
addressing these differences could lead to more effective and personalized program-
ming education, thereby optimizing learning outcomes for both IT and CS students.

The study needs to acknowledge limitations that can provide avenues for future 
research. While failure and dropout rates are a significant motivation for this 
research, the primary focus was to identify specific cognitive strengths and weak-
nesses of students in introductory programming courses. Linking these cognitive 
profiles to actual dropout rates is essential for developing targeted interventions and 
improving student retention strategies in programming courses. This connection, 
however, requires a broader, more longitudinal approach that could be explored in 
future research. Additionally, the study focused on specific cognitive attributes pre-
sent in the examination analyzed. However, there are other essential characteristics 
that programming students should possess, such as debugging skills and mathemati-
cal abilities (Graafsma et al., 2023; Schnieder & Williams, 2022). Future research 
should aim to include a broader range of cognitive attributes to provide a more com-
prehensive diagnostic profile of programming students. In addition, the assessment 
used in this study was in a multiple-choice format. While multiple-choice questions 
can effectively evaluate certain types of knowledge and skills, other assessment 
approaches (e.g., project-based assessments, coding assignments, and peer reviews) 
may be more suitable for capturing the full range of cognitive abilities required in 
programming (Garcia, 2023; Nakayama et  al., 2021). These alternative formats 
could offer deeper insights into students’ practical skills and application of knowl-
edge in real-world scenarios. Lastly, the generalizability of the findings may be lim-
ited due to variations in curricula across different institutions. Different program-
ming courses may emphasize various aspects of programming skills, which could 
affect students’ cognitive profiles and their development of specific abilities. Future 
research should consider these curriculum differences to ensure a more comprehen-
sive understanding of programming education across diverse educational contexts. 
Addressing these limitations in future studies can build upon the findings to create a 
more holistic understanding of the factors influencing success and retention in pro-
gramming education.
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6  Conclusion

Computer programmers are currently in high demand due to ongoing digitalization 
and the increasing complexity of technological solutions across various industries. 
It is imperative that education systems continuously develop a skilled workforce 
capable of meeting the evolving demands of these sectors. While previous studies 
have identified learning difficulties contributing to dropout rates among programming 
students, the specific nature of these weaknesses has remained unclear. To address 
this gap, this study employed a CDM approach to assess the skill mastery profiles 
of programming students. The findings revealed that students exhibited proficiency 
primarily in code tracing and language proficiency but lacked mastery in theoretical 
understanding, logical reasoning, and algorithmic thinking. The student population 
was predominantly categorized into three latent classes: those students proficient 
in all areas except logical reasoning, those students proficient only in language 
proficiency, and those students proficient in all assessed attributes. A comparison 
between students based on their academic programs showed that CS students 
generally outperformed IT students in logical reasoning, algorithmic thinking, 
language proficiency, and theoretical understanding. Conversely, IT students 
excelled better in code tracing. This pattern differed from the dominant latent 
classes within each group, with CS students mostly mastering all attributes except 
algorithmic thinking and IT students predominantly mastering language proficiency. 
These findings highlight a notable discrepancy in mastery levels across various 
programming skills, which has significant implications for curriculum development 
and instructional strategies.

In conclusion, this study provides a critical first step in understanding the cognitive 
skill profiles of introductory programming students. By systematically identifying 
the specific areas where students excel and struggle, this research offers invaluable 
insights that can be leveraged to enhance educational strategies and outcomes. 
Programming instructors can use these insights to design targeted interventions 
that address specific cognitive weaknesses, thereby improving student outcomes 
and potentially reducing dropout rates. Furthermore, the implications of this study 
extend beyond immediate educational settings. By highlighting the importance of 
tailored educational strategies, this research underscores the need for continuous 
adaptation and improvement in teaching practices to meet the dynamic requirements 
of the tech industry. The insights gained from this study can inform policy decisions 
and curriculum design at institutional and broader educational levels, which may 
contribute to the development of a more competent and adaptable workforce. This 
study also advances the field of educational research by demonstrating the utility and 
effectiveness of CDM in providing actionable diagnostic feedback. The application of 
CDM in this context not only enriches the existing body of literature on programming 
education but also sets a precedent for its use in other educational domains. By 
showcasing how CDM can uncover cognitive profiles, this research paves the 
way for future studies to implement similar diagnostic approaches across various 
disciplines. In essence, this study not only contributes to the immediate improvement 
of programming education but also lays the groundwork for a more profound 
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understanding of cognitive skill development and its implications. By bridging the 
gap between cognitive diagnostics and practical educational strategies, this research 
fosters a more supportive and effective learning environment.

Appendix

Appendix A.  Validated Q-Matrix for the CCS0003 final examination

Item Attributes Item Attributes

TU LP LR AT CT TU LP LR AT CT

1 1 0 0 0 0 51 1 1 1 1 1
2 1 0 0 0 0 52 0 1 1 1 1
3 1 0 0 0 0 53 0 1 1 1 1
4 1 0 0 0 0 54 1 0 1 1 1
5 1 0 0 0 0 55 1 0 0 0 0
6 1 0 0 0 0 56 1 0 0 0 0
7 1 0 0 0 0 57 0 1 1 1 1
8 1 0 0 0 0 58 0 1 1 1 1
9 1 0 0 0 0 59 0 1 1 1 1
10 1 0 0 0 0 60 1 0 0 0 0
11 1 0 0 0 0 61 0 1 1 1 1
12 1 0 0 0 0 62 0 1 1 1 1
13 1 1 0 0 0 63 1 1 1 1 1
14 1 0 0 0 0 64 1 1 1 1 1
15 0 1 0 0 0 65 1 1 1 1 1
16 1 0 0 0 0 66 1 0 0 0 0
17 1 0 0 0 0 67 1 1 1 1 1
18 1 0 0 0 0 68 0 1 1 1 1
19 0 1 0 0 1 69 1 1 0 0 1
20 0 1 0 0 1 70 1 0 0 0 0
21 1 0 0 0 0 71 1 0 0 0 0
22 1 0 1 0 0 72 0 1 1 1 1
23 1 0 1 0 0 73 1 1 1 1 1
24 0 0 1 0 0 74 1 0 0 0 0
25 1 1 1 1 0 75 1 1 1 1 1
26 0 1 0 0 0 76 1 0 0 0 0
27 1 0 0 0 0 77 1 1 1 1 1
28 1 0 0 0 0 78 0 1 1 1 1
29 0 1 0 0 0 79 0 1 1 1 1
30 0 1 0 0 0 80 0 1 1 1 0
31 1 0 0 0 0 81 1 1 1 1 1
32 0 1 1 0 1 82 1 0 0 0 0
33 1 0 0 0 0 83 0 1 1 1 1
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Item Attributes Item Attributes

TU LP LR AT CT TU LP LR AT CT

34 0 1 0 0 0 84 1 1 1 1 1
35 1 0 0 0 0 85 1 1 1 1 1
36 1 0 0 0 0 86 1 1 1 1 1
37 1 0 0 0 0 87 1 1 0 0 0
38 0 0 1 0 0 88 1 0 0 0 0
39 1 0 0 0 0 89 1 1 0 0 0
40 0 1 1 0 1 90 1 0 0 0 0
41 0 1 1 0 0 91 1 0 0 0 0
42 0 1 0 0 0 92 0 1 1 1 1
43 0 1 0 0 0 93 1 1 1 1 1
44 1 0 0 0 0 94 1 0 0 0 0
45 0 0 0 0 1 95 1 0 0 0 0
46 1 0 0 0 0 96 1 1 1 1 1
47 1 0 0 0 0 97 1 0 0 0 0
48 0 1 1 1 1 98 1 0 0 0 0
49 0 1 0 0 0 99 1 1 1 1 1
50 1 0 0 0 0 100 1 0 0 0 0

1 = attribute present; 0 = attribute absent; TK = Theoretical Understanding (68 items); LP = Language 
Proficiency (48 items); LR = Logical Reasoning (37 items); AT = Algorithmic Thinking (30 items); 
CT = Code Tracing (35 items)

Appendix B.  Preliminary results of the absolute model fit indices

Model df M2 RMSEA2 (CI) SRMSR Max.z(r) Max.z(l)

G-DINA 4133 11,292.72 0.0548 (0.0536—0.0560) 0.0889 11.2436 11.2768
DINA 4819 19,455.88 0.0726 (0.0715—0.0736) 0.0835 13.6285 13.8752
DINO 4819 19,565.19 0.0728 (0.0718—0.0739) 0.0844 13.3964 13.6361
RRUM 4701 11,741.25 0.0509 (0.0498—0.0521) 0.0882 11.9138 11.9985
LLM 4701 12,973.44 0.0552 (0.0541—0.0564) 0.0834 10.7854 10.8180
ACDM 4701 11,324.77 0.0494 (0.0483—0.0506) 0.0883 11.3965 11.8593
RASCH 4159 13,151.21 0.0612 (0.0600—0.0624) 0.0848 9.5531 9.9198
1PL 4158 12,841.23 0.0602 (0.0590—0.0613) 0.0847 10.4605 10.5157
2PL 4154 12,982.16 0.0607 (0.0595—0.0619) 0.0837 10.1054 10.5014
MIXED 4786 16,532.49 0.0652 (0.0641—0.0663) 0.0873 13.0427 13.2494

df = Degrees of Freedom; CI = Confidence Interval; RMSEA = Root Mean Square Error of Approxima-
tion; SRMSR = Standardized Root Mean Square Residual; Max.z(r) = maximum z score for transformed 
correlation; Max.z(l) = maximum z score for log odds ratio

Appendix A. (Continued)
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